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TABLE 7
UV Luminosity Densities and Star Formation Rate Densities to −17.0 AB mag (0.03 L∗

z=3:
see §5.4).a

log10L log10 SFR density
Dropout (ergs s−1 (M# Mpc−3 yr−1)
Sample < z > Hz−1 Mpc−3) Dust Uncorrected Dust Corrected

B 3.8 26.52±0.06 −1.38±0.06 −1.00± 0.06
V 4.9 26.30±0.06 −1.60±0.06 −1.26± 0.06
i 5.9 26.10±0.06 −1.80±0.06 −1.55± 0.06
z 6.8 25.98±0.06 −1.92±0.06 −1.69± 0.06
Y 7.9 25.67±0.06 −2.23±0.07 −2.08± 0.07
J 10.4 24.62+0.36

−0.45 −3.28+0.36
−0.45 −3.13+0.36

−0.45

a Integrated down to 0.05 L∗
z=3. Based upon LF parameters in Table 2 of Bouwens et al. (2011b: see

also Bouwens et al. 2007) (see §5.4). The SFR density estimates assume ! 100 Myr constant SFR
and a Salpeter IMF (e.g., Madau et al. 1998). Conversion to a Chabrier (2003) IMF would result in
a factor of ∼1.8 (0.25 dex) decrease in the SFR density estimates given here.

Fig. 18.— Updated determinations of the derived SFR (left axis) and UV luminosity (right axis) densities versus redshift (§5.4). The
left axis gives the SFR densities we would infer from the measured luminosity densities, assuming the Madau et al. (1998) conversion
factor relevant for star-forming galaxies with ages of ! 108 yr (see also Kennicutt 1998). The right axis gives the UV luminosities we infer
integrating the present and published LFs to a faint-end limit of −17 mag (0.03 L∗

z=3) – which is the approximate limit we can probe to
z ∼ 8 in our deepest data set. The upper and lower set of points (red and blue circles, respectively) and shaded regions show the SFR and
UV luminosity densities corrected and uncorrected for the effects of dust extinction using the observed UV slopes β (from Bouwens et al.
2014a) and the IRX-β relationship (Meurer et al. 1999). Also shown are the SFR densities at z ∼ 2 − 3 from Reddy et al. (2009: green
crosses), at z ∼ 0-2 from Schiminovich et al. (2005: black hexagons), at z ∼ 7-8 from McLure et al. (2013: cyan circles), and at z ∼ 9-10
from Ellis et al. (2013: cyan circles), from CLASH (Zheng et al. 2012; Coe et al. 2013; Bouwens et al. 2014b: light blue circles), and
Oesch et al. (2013b, 2014: blue open circles), as well as the likely contribution from IR bright sources at z ∼ 0.5-2 (Magnelli et al. 2009,
2011; Daddi et al. 2009: dark red shaded region). The z ∼ 9-11 constraints on the UV luminosity density have been adjusted upwards to a
limiting magnitude of −17.0 mag assuming a faint-end slope α of −2.0 (consistent with our constraints on α at both z ∼ 7 and at z ∼ 8).

(Bouwens et al. 2007, 2008, 2011; Oesch et al. 2012), we
only derive the UV luminosity density to the limiting
luminosity probed by the current study at z ∼ 8, i.e.,
−17 mag (0.03 L∗

z=3), to keep these determinations as
empirical as possible. Since this is slightly fainter than
what one can probe in searches for galaxies at z ∼ 10,
we make a slight correction to our z ∼ 9 and z ∼ 10
results. The best-fit faint-end slope α = −2 we find at
z ∼ 8 is assumed in this correction. The use of even
steeper faint-end slopes (i.e., −2.3) as implied by our LF

fitting formula in §5.1 would yield similar results, only
increasing the luminosity density by ∼0.015 dex.
In combination with our estimates of the luminosity

density, we also take this opportunity to provide updated
measurements of the star formation rate density at z ∼ 4-
10. In making these estimates of the SFR density at
z ∼ 4-10, we correct for dust extinction using the well-
known IRX-β relationship (Meurer et al. 1999) combined
with the latest measurements of β from Bouwens et al.
(2014a). As before, we assume that the extinction AUV
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Fig. 16. Redshift evolution of co-moving star formation rate density (⇢SFR), obtained by integrating the modified Schechter function that best
reproduces the ALPINE total IR LF of the continuum non-target detections (excluding the [C II] emitters): black circles. The error bars and the red
boxes around our data points show the 1� uncertainty range derived through the MCMC analysis of the LF. The SFRD estimates from ALPINE
(legend in the top-right corner of the plot) are also shown for comparison: the blue box with blue open square represents the result obtained from
the [C II] LF of the serendipitous line emitters by Loiacono et al. (2020), while the yellow filled hexagons with error bars are the values obtained by
Khusanova et al. (2020) from the UV+IR emission of the ALPINE targets. For comparison, estimates from other surveys (UV: Schiminovich et al.
2005; Dahlen et al. 2007; Reddy & Steidel 2009; Cucciati et al. 2012; Schenker et al. 2013; Bouwens et al. 2015; Oesch et al. 2018; optical/near-IR:
Driver et al. 2018; Merlin et al. 2019; far-IR: Sanders et al. 2003; Takeuchi et al. 2003; Magnelli et al. 2011, 2013; Gruppioni et al. 2013, 2015;
Rowan-Robinson et al. 2016; mm: Dunlop et al. 2017; radio: Novak et al. 2017; gamma-ray bursts: Kistler et al. 2009) are also shown (grey shaded
areas and open or filled symbols), as described in the legend at the bottom of the plot. The models by Madau & Dickinson (2014) and Béthermin
et al. (2017) are shown as black dashed and orange dot-dashed curves, respectively, while the prediction of the IllustrisTNG simulation (Pillepich
et al. 2018) is shown as a dark green solid curve. Also shown are the measurements derived from the cross-correlation between the lensing map
of the CMB and the CIB (light blue crosses with error bars, Planck Collaboration et al. 2014) and the prediction by Lagache (2018) obtained by
modelling the CIB (violet triple-dot-dashed curves, showing the pessimistic and optimistic cases).

surveys. Other SFRD derivations from the ALPINE collabora-
tion are shown for comparison: from the serendipitous [C II] LF
(blue box; Loiacono et al. 2020) and from the UV+IR SFR of
the ALPINE targets (yellow filled hexagons; Khusanova et al.
2020), highlighted in the top-right corner of the plot. The [C II]
result agrees well with our z'5 value, and also the UV+IR tar-
get data are consistent with ours within the uncertainties, though
the higher redshift one is slightly lower (possibly due to the UV
selection missing highly obscured galaxies).

Our data are also in very good agreement with the far-IR
results (from Spitzer and Herschel) over the common redshift
range (e.g. 1–3: Rodighiero et al. 2010; Magnelli et al. 2011,
2013; Gruppioni et al. 2013), and in particular with the sub-mm
results of Rowan-Robinson et al. (2016) (highly debated because

they are based on exceptional Herschel SPIRE 500-µm galaxies)
over the whole redshift range. In addition, we find a good agree-
ment with the results of Kistler et al. (2009) from gamma-ray
bursts at z>4, with the measurements derived from the cross-
correlation between the lensing map of the CMB and the CIB by
the Planck Collaboration et al. 2014, and with the ⇢SFR(z) derived
by Novak et al. (2017) from radio surveys at z'1–5.

On the other hand, the SFRD derived from optical/UV sur-
veys, although extending to higher redshifts (i.e. z'10), are al-
ways significantly lower than our estimates at z>3. The di↵er-
ence increases with redshift, reaching a factor of about 10 at z⇠6.
When performing this comparison, we must note that, while we
integrated the IR LF down to 108 L � (i.e. an SFR of '10�2 M�
yr�1) to derive the SFRD, the SFRD estimates for UV-selected
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Figure 7. The inferred dust-obscured star formation history is illustrated by the orange shaded region in the bottom panel.
For comparison, we plot independent measurements from the literature based on IR/sub-mm and UV surveys (orange circles
and blue squares, respectively) and the average unobscured star-formation derived from rest-frame UV optical surveys (i.e. not
corrected for dust attenuation; blue shaded region; Finkelstein et al. 2015). The total inferred SFRD derived in this work is
shown in gray. The uncertainties in our estimation include those from the best-fit parameters and cosmic variance. The middle
panel represents the fraction of obscured star formation, SFobs/(SFobs +SFunobs), and its associated uncertainty (lighter shaded
area). The contribution of dust-obscured galaxies, which dominates the cosmic star-formation history through the last ∼ 12Gyr,
rapidly decreases beyond its maximum, reaching values that are comparable to the unobscured star formation traced by the
rest-frame UV/optical surveys by z ≈ 4− 5. The top panel represents the contribution from galaxies with different luminosity
ranges to the dust-obscured SFRD, being dominated by ULIRGs (ultra-luminous infrared galaxies; 1012 < LIR < 1013 L!) and
LIRGs (1011 < LIR < 1012 L!).

Zavala et al. 
(incl. KC, 2021)

Decline of dusty SFRD or 
warmer dust galaxies?
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TABLE 7
UV Luminosity Densities and Star Formation Rate Densities to −17.0 AB mag (0.03 L∗

z=3:
see §5.4).a

log10L log10 SFR density
Dropout (ergs s−1 (M# Mpc−3 yr−1)
Sample < z > Hz−1 Mpc−3) Dust Uncorrected Dust Corrected

B 3.8 26.52±0.06 −1.38±0.06 −1.00± 0.06
V 4.9 26.30±0.06 −1.60±0.06 −1.26± 0.06
i 5.9 26.10±0.06 −1.80±0.06 −1.55± 0.06
z 6.8 25.98±0.06 −1.92±0.06 −1.69± 0.06
Y 7.9 25.67±0.06 −2.23±0.07 −2.08± 0.07
J 10.4 24.62+0.36

−0.45 −3.28+0.36
−0.45 −3.13+0.36

−0.45

a Integrated down to 0.05 L∗
z=3. Based upon LF parameters in Table 2 of Bouwens et al. (2011b: see

also Bouwens et al. 2007) (see §5.4). The SFR density estimates assume ! 100 Myr constant SFR
and a Salpeter IMF (e.g., Madau et al. 1998). Conversion to a Chabrier (2003) IMF would result in
a factor of ∼1.8 (0.25 dex) decrease in the SFR density estimates given here.

Fig. 18.— Updated determinations of the derived SFR (left axis) and UV luminosity (right axis) densities versus redshift (§5.4). The
left axis gives the SFR densities we would infer from the measured luminosity densities, assuming the Madau et al. (1998) conversion
factor relevant for star-forming galaxies with ages of ! 108 yr (see also Kennicutt 1998). The right axis gives the UV luminosities we infer
integrating the present and published LFs to a faint-end limit of −17 mag (0.03 L∗

z=3) – which is the approximate limit we can probe to
z ∼ 8 in our deepest data set. The upper and lower set of points (red and blue circles, respectively) and shaded regions show the SFR and
UV luminosity densities corrected and uncorrected for the effects of dust extinction using the observed UV slopes β (from Bouwens et al.
2014a) and the IRX-β relationship (Meurer et al. 1999). Also shown are the SFR densities at z ∼ 2 − 3 from Reddy et al. (2009: green
crosses), at z ∼ 0-2 from Schiminovich et al. (2005: black hexagons), at z ∼ 7-8 from McLure et al. (2013: cyan circles), and at z ∼ 9-10
from Ellis et al. (2013: cyan circles), from CLASH (Zheng et al. 2012; Coe et al. 2013; Bouwens et al. 2014b: light blue circles), and
Oesch et al. (2013b, 2014: blue open circles), as well as the likely contribution from IR bright sources at z ∼ 0.5-2 (Magnelli et al. 2009,
2011; Daddi et al. 2009: dark red shaded region). The z ∼ 9-11 constraints on the UV luminosity density have been adjusted upwards to a
limiting magnitude of −17.0 mag assuming a faint-end slope α of −2.0 (consistent with our constraints on α at both z ∼ 7 and at z ∼ 8).

(Bouwens et al. 2007, 2008, 2011; Oesch et al. 2012), we
only derive the UV luminosity density to the limiting
luminosity probed by the current study at z ∼ 8, i.e.,
−17 mag (0.03 L∗

z=3), to keep these determinations as
empirical as possible. Since this is slightly fainter than
what one can probe in searches for galaxies at z ∼ 10,
we make a slight correction to our z ∼ 9 and z ∼ 10
results. The best-fit faint-end slope α = −2 we find at
z ∼ 8 is assumed in this correction. The use of even
steeper faint-end slopes (i.e., −2.3) as implied by our LF

fitting formula in §5.1 would yield similar results, only
increasing the luminosity density by ∼0.015 dex.
In combination with our estimates of the luminosity

density, we also take this opportunity to provide updated
measurements of the star formation rate density at z ∼ 4-
10. In making these estimates of the SFR density at
z ∼ 4-10, we correct for dust extinction using the well-
known IRX-β relationship (Meurer et al. 1999) combined
with the latest measurements of β from Bouwens et al.
(2014a). As before, we assume that the extinction AUV
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Fig. 16. Redshift evolution of co-moving star formation rate density (⇢SFR), obtained by integrating the modified Schechter function that best
reproduces the ALPINE total IR LF of the continuum non-target detections (excluding the [C II] emitters): black circles. The error bars and the red
boxes around our data points show the 1� uncertainty range derived through the MCMC analysis of the LF. The SFRD estimates from ALPINE
(legend in the top-right corner of the plot) are also shown for comparison: the blue box with blue open square represents the result obtained from
the [C II] LF of the serendipitous line emitters by Loiacono et al. (2020), while the yellow filled hexagons with error bars are the values obtained by
Khusanova et al. (2020) from the UV+IR emission of the ALPINE targets. For comparison, estimates from other surveys (UV: Schiminovich et al.
2005; Dahlen et al. 2007; Reddy & Steidel 2009; Cucciati et al. 2012; Schenker et al. 2013; Bouwens et al. 2015; Oesch et al. 2018; optical/near-IR:
Driver et al. 2018; Merlin et al. 2019; far-IR: Sanders et al. 2003; Takeuchi et al. 2003; Magnelli et al. 2011, 2013; Gruppioni et al. 2013, 2015;
Rowan-Robinson et al. 2016; mm: Dunlop et al. 2017; radio: Novak et al. 2017; gamma-ray bursts: Kistler et al. 2009) are also shown (grey shaded
areas and open or filled symbols), as described in the legend at the bottom of the plot. The models by Madau & Dickinson (2014) and Béthermin
et al. (2017) are shown as black dashed and orange dot-dashed curves, respectively, while the prediction of the IllustrisTNG simulation (Pillepich
et al. 2018) is shown as a dark green solid curve. Also shown are the measurements derived from the cross-correlation between the lensing map
of the CMB and the CIB (light blue crosses with error bars, Planck Collaboration et al. 2014) and the prediction by Lagache (2018) obtained by
modelling the CIB (violet triple-dot-dashed curves, showing the pessimistic and optimistic cases).

surveys. Other SFRD derivations from the ALPINE collabora-
tion are shown for comparison: from the serendipitous [C II] LF
(blue box; Loiacono et al. 2020) and from the UV+IR SFR of
the ALPINE targets (yellow filled hexagons; Khusanova et al.
2020), highlighted in the top-right corner of the plot. The [C II]
result agrees well with our z'5 value, and also the UV+IR tar-
get data are consistent with ours within the uncertainties, though
the higher redshift one is slightly lower (possibly due to the UV
selection missing highly obscured galaxies).

Our data are also in very good agreement with the far-IR
results (from Spitzer and Herschel) over the common redshift
range (e.g. 1–3: Rodighiero et al. 2010; Magnelli et al. 2011,
2013; Gruppioni et al. 2013), and in particular with the sub-mm
results of Rowan-Robinson et al. (2016) (highly debated because

they are based on exceptional Herschel SPIRE 500-µm galaxies)
over the whole redshift range. In addition, we find a good agree-
ment with the results of Kistler et al. (2009) from gamma-ray
bursts at z>4, with the measurements derived from the cross-
correlation between the lensing map of the CMB and the CIB by
the Planck Collaboration et al. 2014, and with the ⇢SFR(z) derived
by Novak et al. (2017) from radio surveys at z'1–5.

On the other hand, the SFRD derived from optical/UV sur-
veys, although extending to higher redshifts (i.e. z'10), are al-
ways significantly lower than our estimates at z>3. The di↵er-
ence increases with redshift, reaching a factor of about 10 at z⇠6.
When performing this comparison, we must note that, while we
integrated the IR LF down to 108 L � (i.e. an SFR of '10�2 M�
yr�1) to derive the SFRD, the SFRD estimates for UV-selected
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Figure 7. The inferred dust-obscured star formation history is illustrated by the orange shaded region in the bottom panel.
For comparison, we plot independent measurements from the literature based on IR/sub-mm and UV surveys (orange circles
and blue squares, respectively) and the average unobscured star-formation derived from rest-frame UV optical surveys (i.e. not
corrected for dust attenuation; blue shaded region; Finkelstein et al. 2015). The total inferred SFRD derived in this work is
shown in gray. The uncertainties in our estimation include those from the best-fit parameters and cosmic variance. The middle
panel represents the fraction of obscured star formation, SFobs/(SFobs +SFunobs), and its associated uncertainty (lighter shaded
area). The contribution of dust-obscured galaxies, which dominates the cosmic star-formation history through the last ∼ 12Gyr,
rapidly decreases beyond its maximum, reaching values that are comparable to the unobscured star formation traced by the
rest-frame UV/optical surveys by z ≈ 4− 5. The top panel represents the contribution from galaxies with different luminosity
ranges to the dust-obscured SFRD, being dominated by ULIRGs (ultra-luminous infrared galaxies; 1012 < LIR < 1013 L!) and
LIRGs (1011 < LIR < 1012 L!).

Zavala et al. 
(incl. KC, 2021)

The cosmic SFRD at z>4 is still 
uncertain in ~ 1 dex
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Wolf et al.: eROSITA high-z NLS1

Fig. 11: Black hole accretion rate density (BHAD) for various XLF models and growth simulations. XLF models from Vito et al.
(2014), Ueda et al. (2014), Miyaji et al. (2015) and Georgakakis et al. (2015) are extrapolated beyond z = 5 (pale continuation of
the red BHAD curves), and the prediction from Buchner et al. (2015) is given over the full z = 4�7 range. We include observational
results from Vito et al. (2018) from the Chandra Deep Fields. The measurement derived from the high-redshift quasar detections
in eFEDS is shown as a yellow square. Our result is consistent with theoretical predictions restricted to the highest halo (and black
hole) masses (Volonteri et al. 2016; Ni et al. 2022). For comparison, a scaled version of the star formation rate density from Bouwens
et al. (2015) is shown as beige-shaded and dashed area.

We have shown that the extrapolated XLF models by Vito
et al. (2014), Ueda et al. (2014), Aird et al. (2015), Miyaji et al.
(2015) and Georgakakis et al. (2015) underestimate the num-
ber of high-z quasar detections in eFEDS (see Fig. 10); how-
ever, it can be seen in Fig. 11 that the black hole accretion den-
sity derived from these models appears to be consistent with
the one resulting from the eFEDS detections. This can be ex-
plained by the high X-ray to optical flux ratio for both eFEDS
quasars, which results in significantly smaller bolometric cor-
rections (see Fig. 8). The bolometric correction assumed for the
conversion of XLFs to BHAD (Eq. 5) from Duras et al. (2020)
causes a higher extrapolated BHAD, despite the underpredic-
tion of actual luminous high-z sources in the field. In addition,
the black hole accretion density is calculated in Eq. 6 as the
e�ciency-scaled total emissivity of the quasars detected in the
z = 5.81 � 6.56 interval and is therefore inversely proportional
to the sensitive volume probed by eFEDS at the luminosities and
redshifts of these quasars. The X-ray luminosity-redshift config-
urations of the quasars detected in eFEDS, in particular that of
SDSS J0836+0054, result in a larger sensitive volume (see Fig.
4) and therefore a lower contribution to the black hole accretion
density.

6. Discussion and conclusions

We have characterised a z > 6 super-Eddington-accreting NLS1
with low black hole mass based on archival photometry and a
new NIR spectrum. We discuss how our findings support the

idea that z > 6 NLS1s potentially show physical properties that
resemble those of their lower-redshift counterparts. At z = 6.56,
J0921+0007 is the most distant X-ray-selected AGN to date and
can therefore be used to impose constraints on the high-z XLF.

We derived a comparatively low black hole mass (for a sam-
ple of high-redshift quasars with comparable optical/UV lumi-
nosity, see e.g. Onoue et al. 2019), which implies that the source
is accreting at a super-Eddington rate. The values reported in
this work (MBH = (2.5 ± 0.3) ⇥ 108

M� and � = 2.3+0.4
�0.3) are con-

sistent with the typical properties of local NLS1s (e.g. Sulentic
et al. 2000; Collin & Kawaguchi 2004; Rakshit et al. 2017). We
obtained a relatively steep power-law fit to the X-ray spectrum
of the source: � = 3.2. Such a high value is usually found in the
rest-frame soft band of archetypal low-z NLS1s (e.g. Boller et al.
1996; Brandt et al. 1997; Ojha et al. 2020). In the rest-frame hard
band, NLS1s typically show photon indices below this value
(⇠ 2; e.g. Zhou & Zhang 2010). The steeper photon index found
here can be driven by either the large accretion rate (Shemmer
et al. 2006) or the presence of unresolved non-coronal compo-
nents. Similar sources, in terms of rest-frame optical properties,
have been discovered by Koptelova et al. (2017) and Bañados
et al. (2021). The quasar CFHQS J1641+3755 at z = 6.04 was
initially discovered by Willott et al. (2007). Willott et al. (2010)
obtained NIR spectroscopy for this source with the NIRI instru-
ment on the Gemini-North Telescope. It shows an Mgii profile
(FWHMMgii = 1740 ± 190 km s�1) that is very similar to the one
observed in the MOIRCS spectrum of J0921+0007 presented in
our work. According to the Rakshit et al. (2021) classification
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Figure 5. Specific luminosity per unit wavelength of the high-z
cloud (brown line) and MW cloud (blue line) at the stellar age of
0.4 Myr. We also show as a comparison the CMB specific luminos-
ity at redshift z = 5.48 (grey line). The latter is important because
at such redshift, dust emission is observed against it, hence the
intensity of the CMB must be subtracted out.

perature from the model. As discussed in the Introduction,
the two should correspond. Nevertheless, this sanity check is
important since dust temperature in our model has a distri-
bution depending on the grain size and position within the
GMC. In the fitting procedure, we use a single temperature
grey body function B�(Td)k�, with k� as in eq. 22. We leave
�d and Td as free parameters (in the range 1.5 < �d < 2.5,
and 10 K  Td  70 K). The recovered temperatures are
consistent with hTdiL for both the MW and high-z cloud:

T
MW

d,fit
= 19 ± 1 K T

hi�z

d,fit
= 40 ± 2 K (27a)

where the corresponding values for the luminosity weighted
temperatures are:

hTdiMW

L
= 19 K hTdihi�z

L
= 37 K (27b)

We have repeated the fitting procedure also for the high-z
cloud at 10 Myr of stellar age: we find T

hi�z

d,fit
= 62±3 K, consis-

tent with our hTdihi�z

L
= 60 K. This is particularly interesting

and useful, as Td,fit represents the temperature generally used
for extrapolating IR luminosity.

Another quantity of interest that can be deduced from
our model is the FIR luminosity per unit mass of gas in the
GMC. We integrate the FIR luminosity over wavelength and
divide by the mass of the cloud, and for the high-z GMC at
the end of its lifetime (10.4 Myr) we find:

LFIR

M
⇠ 10 L�/M� . (28a)

This value exceeds by ⇠ 10⇥ the one we find in our MW
cloud, where we have at the end of its lifetime (2.3 Myr):

LFIR/M ⇠ 1 L�/M� . (28b)

This value is consistent with the average value observed in
MW GMCs in which the H II region is obscured (Scoville &
Good 1989).

As a caveat, we warn that so far we have discussed the
intrinsic luminosity of our clouds. In order to compute the

observed luminosity, one would need to account for the fact
that dust emission is observed against the CMB; hence, the
latter must be subtracted out (as in Ferrara et al. 2017).
However, as hTdiL � TCMB in our clouds, such correction is
negligible, as it can be realised from an inspection of Fig. 5
where the dust and CMB spectra are compared.

Our results show a colder mass-weighted, but consistent
luminosity-weighted dust temperature with respect to sim-
ulations by Liang et al. (2019) (see Sec. 1). We also confirm
that mass-weighted dust temperatures are in general sig-
nificantly lower than luminosity-weighted ones. Indeed, at
redshift z = 6 they find that the bulk of the dust mass is as
cold as hTdiM = 30.7 K, while from SED fitting they find the
equivalent temperature to be around Td,eqv ⇠ 45�50 K. These
modest quantitative di↵erences are not surprising as in this
work they are considering very compact systems, optically
thick to IR, which is not the case of our clouds (see discussion
at the end of Sec. 5.1). Moreover our GMCs are not exposed
to an external radiation field, thus approaching the surface
dust temperature reaches the CMB temperature (and also
hTdiM ⇠ TCMB). Nevertheless, this sort of bi-modality in the
dust temperature (see description in Sec. 1) is in accord with
the results of our model (see Fig. 4), and we find a physi-
cal motivation for this behaviour as extensively described in
Sec. 5.2.1.

The dust temperature distribution that we infer within
our high-z GMC, is also consistent with the findings by
Arata et al. (2019). At redshift z ⇠ 6, they find that in the
outer low-density regions of their simulated galaxies, a large
amount of dust is in thermal equilibrium with the CMB. In-
stead, for more centrally-concentrated dust the temperature
increases up to ⇠ 100 K due to a stronger UV flux.

We conclude this Section by comparing our results also
with the simulations by Behrens et al. (2018), where the av-
erage hTdiL = 91±23 K at z = 8.38 (c.f.r. Laporte et al. 2017).
We underline that, even at the remarkably high resolution
(⇡ 30 pc) of their simulations, dust temperature e↵ects re-
lated to the radiation pressure in H II regions included here,
cannot yet be properly treated (see also discussion in Pal-
lottini et al. 2019; Decataldo et al. 2019). This explains the
hotter dust temperatures found in their simulations, which
lie in between the two curves corresponding to the two mod-
els (homogeneous and with a density profile due to radiation
pressure, see vertical panel in Fig. 4).

In conclusion, all our results indicate that the dust tem-
perature increases with redshift. This is confirmed also by
recent observations (see e.g. Laporte et al. 2019; Bakx et al.
2020). This evidence is not accounted in most observations,
which usually assume Td = 35 � 45 K at z > 5. This con-
clusion bears important implications that we are going to
discuss next.

7 IMPLICATIONS

The conclusion reached so far, namely that dust is on average
warmer at early cosmic times, entails a number of important
implications that we briefly discuss here.
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Figure 13. Schematic figure for the ‘two-phase’ model of ISM dust and the implication on the dust SED. Higher-redshift galaxies have higher sSFR and more
young (tage <⇠ 10 Myrs) star clusters efficiently heat the dense dust in vicinity of the star-forming regions to high temperature. This hot dust component boosts
the overall SED of galaxy at MIR. A higher equivalent temperature (Teqv) is thus needed to account for the more prominent MIR emission of galaxies at higher
redshift. Teqv is not well correlated with the mass weighted temperature (Tmw) of galaxy. Tmw is determined by the cold dust component and it sets the slope
of the RJ tail.

correlated with Tpeak (see the upper right panel of Figure 8). This
example strongly indicates that a ‘two-phase’ picture of ISM dust
is needed to account for the discrepancy between Tmw and Tpeak,
see Figure 13.

Clearly, Teqv depends on the exact form of the MBB function
and the observing frequency band. As is shown in Table 2, Teqv is
higher at z = 2 by 0.07 dex and it increases faster with redshift at
z = 2 � 6 when a GP-MBB function is used. Using the same MBB
function, Teqv also appears to be slightly higher (by ⇠ 0.05 dex at
z = 2�4 for an OT-MBB function) when a flux density is measured
at ALMA band 7 than band 6. As Teqv depends both on the specific
form of MBB function and the observing wavelength, Teqv should
not be interpreted as a physical temperature but rather understood
as a parametrisation of SED shape.

It may appear reasonable to use sSFR as a predictor variable
instead of (1 + z), given that the former depends strongly on red-
shift (Figure 9) and is physically linked to the amount of hot dust
in galaxies. The reasons for adopting (1 + z) are two-folds. First of
all, observationally, redshift of the (sub)mm-selected galaxies can
be accurately determined through atomic/molecular emission lines,
as discussed in Section 4.1. sSFR estimates, however, are uncertain
because SFR derived based on the non-LIR indicators (e.g. UV con-
tinuum and H↵ flux) are uncertain due to the variation of the dust
attenuation laws (Wilkins et al. 2012; Conroy 2013; Narayanan
et al. 2018b). Secondly, the mapping between observed (sub)mm
flux and rest-frame SED introduces an explicit redshift dependence
on Teqv — as is shown in the lower panel of Figure 12, the nor-
malisation of the Tpeak vs. Teqv relation declines with redshift using

the same functional form and the observing frequency, indicating
that a higher Teqv (i.e. a steeper MBB function) is needed to de-
rive LIR when the rest-frame observing wavelength gets closer to
the emission peak. Therefore, the (1 + z) term in Eq. 15 accounts
both (indirectly) for the cosmic time dependence of the sSFR and
(directly) for the redshift of electromagnetic radiation.

Finally, adding Mstar as a predictor variable results in a regres-
sion coefficient for the Mstar term being consistent with zero. This
means that our obtained fitting functions for Teqv do not depend on
the selection function of Mstar of the MASSIVEFIRE sample, which
can be different from that of the observations. Replacing the de-
pendence on �dzr by a dependence on Mstar or Zgas9 leads to a
decreased goodness-of-fit for Teqv.

5 DISCUSSION

5.1 Deriving Mdust

Many dust-enshrouded galaxies at high redshift (z > 2) have been
detected at (sub)mm wavelengths in the past years, thanks to the
unprecedented sensitivity of ALMA. These (sub)mm-detected ob-
jects often lack a reliable measure of FIR photometry and many are
extremely faint at UV/optical wavelengths (e.g. Daddi et al. 2009;

9
Zgas is calculated using gas particles with temperature between 7, 000 �

15, 000 K and density above 0.5 cm�3, which represent the nebular gas
where the strong nebular emission lines originate (Ma et al. 2016).
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Figure 8. Upper left: Tpeak vs. LIR relation of the MASSIVEFIRE galaxies at z = 2 � 6. Upper right: Tpeak vs. Tmw relation. Lower panels: Tmw vs. LIR
relation. In the left panel, galaxies are coloured by their redshift, while in the right panel, they are coloured by Mdust. The galaxies that are strongly affected
by the heating of the CMB background (i.e. Tmw <⇠ TCMB(z) + 5 K) are coloured by grey. The horizontal solid lines in the lower left panel represent the CMB
temperature at each redshift. In the upper panels and the lower left panel, the filled, unfilled and the semi-transparent symbols represent the fiducial, dust-poor
and dust-rich models, respectively. The data from all three dust models are included in the lower right panel.

lated result and the analytic solution is due to the higher emissivity
of the dense, warm dust in vicinity of the star-forming regions (see
lower panels of Figure 2), which accounts for a small fraction of
the total dust mass but has strong emission, and shapes the Wien
side of the overall SED of galaxy.

With all the galaxies from z = 2 to z = 6, we find that
LIR/Mdust scales to ⇡ T5.4

mw. This is slightly flatter than the an-
alytic solution derived using a single-temperature, optically-thin
MBB function, i.e. LIR, OT/Mdust / T6 (Eq. 8, with � = 2.0).
We understand the shallower slope as an optical depth effect. In the
optically-thin regime (⌧ ⌧ 1), L/M / (1 � e�⌧ )/⌧ ⇡ 1, while
in the optically-thick regime (⌧ � 1), L/M / ⌧�1 (Eq. 4). In the
optically-thick regime, LIR/Mdust therefore decreases with increas-
ing ⌧. Galaxies of higher Tmw are more dust-rich (Section 3.4.3)
and their star-forming regions tend to be more optically-thick, re-
sulting in a flattening of the scaling relation.

Comparing the dust-poor (dust-rich) models with the fiducial
case, the median of Tmw is higher (lower) by 0.84 (1.70) K. This
is due to the optical depth effect. By reducing the amount of dust,
the chance of receiving a short-wavelength photon increases be-

cause the optical depth from the emitting sources decreases. There-
fore, dust is expected to be heated to higher temperature to bal-
ance the increased amount of absorption. Apart from that, �dzr also
mildly effects the normalisation of the LIR/Mdust vs. Tmw rela-
tion. The dust-poor (dust-rich) case shows about 0.13 (0.06) dex
higher (lower) LIR/Mdust, on the average, than the fiducial case,
indicating a high (lower) luminosity emitted per unit dust mass.
This is because a larger (reduced) mass fraction of the total dust is
heated by (can actually “see") the hard UV photons emitted from
the young stars due to the reduced optical depth (Scoville 2013;
Scoville et al. 2016). This dust component can be efficiently heated
to a temperature much higher than the mass-weighted average of
the bulk (Harvey et al. 2013; Lombardi et al. 2014; Broekhoven-
Fiene et al. 2018), and has a much higher L/M ratio than the rest.

Tpeak (right panel) also shows a positive correlation with
LIR/Mdust, although the strength of correlation is relatively weaker
than that of Tmw (⇢ = 0.81 vs. 0.91, where ⇢ is the Spearman rank
correlation coefficient). Beside, Tpeak also shows larger scatter than
Tmw. The 1� dispersion of LIR/Mdust at fixed Tpeak is 0.21 dex,
which is higher than 0.14 dex at fixed Tmw. This means that Tpeak
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with

f 0(z) = �0.24 + 0.75(1 + z); E(z) = [⌦m(1 + z)
3 +⌦⇤]

1/2. (15)

By combining the previous equations tdep takes the form

tdep(z) = td,0[ f 0(z)E(z)]
�1, (16)

where the timescale td,0 = 14.4(1 � ✏?)/✏? Gyr is fixed so that
tdep (z = 0) = 2 Gyr as approximately measured in local galax-
ies, including the MW (Bigiel et al. 2008; Leroy et al. 2008;
Genzel et al. 2010).

According to eq. 16, the depletion time decreases with red-
shift as (1 + z)

�5/2 as a result of the higher cosmological ac-
cretion rate at early times14. This point is crucial as, barring
variations of the optical depth and metallicity (see below),
the redshift evolution of Td is governed by the gas depletion
time in galaxies. From the result above, and using eq. 10, it
follows that

Td / (1 + z)
5/2(4+�d ) ⇡ (1 + z)

0.42. (17)

As we will see shortly, this trend matches perfectly the ob-
served one.
On top of the above overall increasing trend of dust tem-

perature, at fixed redshift scatter is introduced by varia-
tions of ⌧e↵ and Z in individual galaxies. It is useful to sepa-
rately discuss two asymptotic regimes, i.e. the optically thin
(1 � e�⌧e↵ ⇡ ⌧e↵), and optically thick (1 � e�⌧e↵ ⇡ 1) one. In
these two limits eq. 10 becomes

8>>>>><
>>>>>:

Td = 29.4
⇥
NH,21 f 0(z) E(z)

⇤1/6.03
K ⌧e↵ / 1 (T ' 37%),

Td = 29.6

"
f 0(z) E(z)

Z

#1/6.03

K ⌧e↵ ' 1 (T / 37%);

(18)

we have used eq. 3 to write ⌧e↵/Z = �extNH, where NH =

10
21 NH,21 cm

�2 is the e↵ective gas column density15 of the
galaxy, and �ext = 0.96 ⇥ 10

�21
cm

2 is the extinction cross-
section appropriate for the adopted dust model. Eq. 18 is
graphically displayed in Fig. 3, where it is also compared
with available data.
Interpreting eq. 18 is straightforward. First, for optically

thin galaxies (for which UV transmissivity T ' 37%) Td de-
pends solely on NH, with larger column densities producing
warmer dust. Quantitatively, for a z = 0 source with NH,21 = 1,
corresponding to a ratio ⌧e↵/Z = 0.96, we predict Td = 26.5 K.
Second, dust in obscured sources (for which T / 37%) is
warmer; this is not surprising, as a larger obscuration re-
sults in more e�cient dust heating. Third, among obscured
sources, Td is higher in metal-poor systems. This is because

14 While tdep is fundamentally unknown at high-z, the molecular
gas depletion time, tdep,H2

= MH2
/SFR, has been studied up to z <⇠ 5

via CO and dust observations (see e.g. Tacconi et al. 2018; Walter
et al. 2020; Tacconi et al. 2020). For instance, Tacconi et al. (2020)
suggest a mild evolution of tdep,H2

time with redshift for main-
sequence galaxies, tdep,H2

/ (1 + z)
�0.98±0.1. Assuming such tdep,H2

(z)

evolution (instead of the one given in eq. 16), does not qualitatively
a↵ect our results. In fact, Td would still increase with redshift due
to the shorter depletion times. However, the di↵erent evolution
slightly modifies the predicted (NH,21,Z) values shown in the Fig-
ure.
15 As in general, ⌧e↵ < ⌧1500, NH should be intended as a lower limit
to the actual mean column density in the galaxy.

a lower metallicity implies a smaller dust content, which for
fixed LIR results in warmer temperatures.
Locally, given the observed (NH,Z) scatter in individual

sources, our model predicts variations as large as �Td ' 25 K.
We finally note that, if the (NH,Z) range does not evolve with
time, the scatter at z = 0 gets amplified at earlier times by
the redshift dependence of Td, reaching �Td ' 55 K at z = 8.

4.2 Comparison with observations at 0 <⇠ z <⇠ 8

We now intend to compare our theoretical predictions with
dust temperature estimates available in the literature for UV-
detected sources at 0 <⇠ z <⇠ 8.
We recover the dust temperatures of individual UV-to-IR

detected galaxies whose stacked SEDs in the redshift range
0 <⇠ z <⇠ 3 are used in the analysis by Schreiber et al. (2018).
We then add all the UV-selected galaxies at z >⇠ 5 for which
dust temperature estimates are available in the literature (see
Table B1 for details of the sources). We apply the method
used here to derive Td for these galaxies, finding values con-
sistent (within 1 � �) with SED fitting results (see Table B1
for the detailed comparison). Finally, we apply our method to
individual ALPINE galaxies detected simultaneously in [C II]
and continuum. We find their median dust temperatures to
vary in the range 35 K <⇠ Td

<⇠ 60 K, which is consistent with
the stacked SEDs fitting results in Bethermin et al. (2020)
(40 K  Td  49 K). A detailed analysis of ALPINE galaxies
will be presented in Sommovigo & al., in prep. (2022).
The complete collection of Td values is shown in Fig. 3 as

a function of redshift. We stress that we consistently com-
pare dust temperatures obtained by fitting individual galaxy
SEDs; moreover, the same method is applied to all high-z
sources ( see Appendix B). This avoids the confusion arising
from comparing intrinsically di↵erent quantities such as dust
temperatures obtained from stacked SEDs, and/or peak dust
temperatures Tpeak ⇠ 2.9 ⇥ 10

3
(�peak/µm)

�1.
The physical interpretation of Tpeak might be unclear for z >

5 galaxies. Indeed currently available data at these redshifts
hardly trace the peak of FIR emission. Moreover, when a
di↵erent SED fitting function other than the optically thin
grey-body is used, Tpeak can significantly di↵er from Td. In
fact the assumptions made for the MIR (rest-frame) portion
of the spectra a↵ect Tpeak (Faisst et al. 2020), and the validity
of such assumptions cannot be tested as no currently available
instrument probes MIR wavelengths at z > 5.
We find that our predictions are in agreement with data.

Fitting all the dust temperatures with a single power law:
Td(z) = az↵ + b, we find ↵ = (0.58 ± 0.04), which is close to
the value 0.42 given in eq. 17. The slight di↵erence is due
to the fact that Td does not depend uniquely on redshift, as
discussed in detail in the previous section (see eq. 18). Hence
fitting all the data with a single power-law is misleading.
The additional dependence on the column density (for

optically thin sources), and metallicity (for optically thick
sources) is responsible for the scatter in the measured tem-
peratures at a given redshift. At z ' 0.3 variations as large
as �Td = 22 K are observed (Schreiber et al. 2018), which is
perfectly consistent with our predictions (�Td ' 25 K in the
local Universe).
The amplification of the dust temperature scatter at high-z

that we predict (if the NH,Z range does not evolve) is also con-
sistent with data. In the narrow redshift range 7.6 <⇠ z <⇠ 8.3
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with

f 0(z) = �0.24 + 0.75(1 + z); E(z) = [⌦m(1 + z)
3 +⌦⇤]

1/2. (15)

By combining the previous equations tdep takes the form

tdep(z) = td,0[ f 0(z)E(z)]
�1, (16)

where the timescale td,0 = 14.4(1 � ✏?)/✏? Gyr is fixed so that
tdep (z = 0) = 2 Gyr as approximately measured in local galax-
ies, including the MW (Bigiel et al. 2008; Leroy et al. 2008;
Genzel et al. 2010).

According to eq. 16, the depletion time decreases with red-
shift as (1 + z)

�5/2 as a result of the higher cosmological ac-
cretion rate at early times14. This point is crucial as, barring
variations of the optical depth and metallicity (see below),
the redshift evolution of Td is governed by the gas depletion
time in galaxies. From the result above, and using eq. 10, it
follows that

Td / (1 + z)
5/2(4+�d ) ⇡ (1 + z)

0.42. (17)

As we will see shortly, this trend matches perfectly the ob-
served one.
On top of the above overall increasing trend of dust tem-

perature, at fixed redshift scatter is introduced by varia-
tions of ⌧e↵ and Z in individual galaxies. It is useful to sepa-
rately discuss two asymptotic regimes, i.e. the optically thin
(1 � e�⌧e↵ ⇡ ⌧e↵), and optically thick (1 � e�⌧e↵ ⇡ 1) one. In
these two limits eq. 10 becomes

8>>>>><
>>>>>:

Td = 29.4
⇥
NH,21 f 0(z) E(z)

⇤1/6.03
K ⌧e↵ / 1 (T ' 37%),

Td = 29.6

"
f 0(z) E(z)

Z

#1/6.03

K ⌧e↵ ' 1 (T / 37%);

(18)

we have used eq. 3 to write ⌧e↵/Z = �extNH, where NH =

10
21 NH,21 cm

�2 is the e↵ective gas column density15 of the
galaxy, and �ext = 0.96 ⇥ 10

�21
cm

2 is the extinction cross-
section appropriate for the adopted dust model. Eq. 18 is
graphically displayed in Fig. 3, where it is also compared
with available data.
Interpreting eq. 18 is straightforward. First, for optically

thin galaxies (for which UV transmissivity T ' 37%) Td de-
pends solely on NH, with larger column densities producing
warmer dust. Quantitatively, for a z = 0 source with NH,21 = 1,
corresponding to a ratio ⌧e↵/Z = 0.96, we predict Td = 26.5 K.
Second, dust in obscured sources (for which T / 37%) is
warmer; this is not surprising, as a larger obscuration re-
sults in more e�cient dust heating. Third, among obscured
sources, Td is higher in metal-poor systems. This is because

14 While tdep is fundamentally unknown at high-z, the molecular
gas depletion time, tdep,H2

= MH2
/SFR, has been studied up to z <⇠ 5

via CO and dust observations (see e.g. Tacconi et al. 2018; Walter
et al. 2020; Tacconi et al. 2020). For instance, Tacconi et al. (2020)
suggest a mild evolution of tdep,H2

time with redshift for main-
sequence galaxies, tdep,H2

/ (1 + z)
�0.98±0.1. Assuming such tdep,H2

(z)

evolution (instead of the one given in eq. 16), does not qualitatively
a↵ect our results. In fact, Td would still increase with redshift due
to the shorter depletion times. However, the di↵erent evolution
slightly modifies the predicted (NH,21,Z) values shown in the Fig-
ure.
15 As in general, ⌧e↵ < ⌧1500, NH should be intended as a lower limit
to the actual mean column density in the galaxy.

a lower metallicity implies a smaller dust content, which for
fixed LIR results in warmer temperatures.
Locally, given the observed (NH,Z) scatter in individual

sources, our model predicts variations as large as �Td ' 25 K.
We finally note that, if the (NH,Z) range does not evolve with
time, the scatter at z = 0 gets amplified at earlier times by
the redshift dependence of Td, reaching �Td ' 55 K at z = 8.

4.2 Comparison with observations at 0 <⇠ z <⇠ 8

We now intend to compare our theoretical predictions with
dust temperature estimates available in the literature for UV-
detected sources at 0 <⇠ z <⇠ 8.
We recover the dust temperatures of individual UV-to-IR

detected galaxies whose stacked SEDs in the redshift range
0 <⇠ z <⇠ 3 are used in the analysis by Schreiber et al. (2018).
We then add all the UV-selected galaxies at z >⇠ 5 for which
dust temperature estimates are available in the literature (see
Table B1 for details of the sources). We apply the method
used here to derive Td for these galaxies, finding values con-
sistent (within 1 � �) with SED fitting results (see Table B1
for the detailed comparison). Finally, we apply our method to
individual ALPINE galaxies detected simultaneously in [C II]
and continuum. We find their median dust temperatures to
vary in the range 35 K <⇠ Td

<⇠ 60 K, which is consistent with
the stacked SEDs fitting results in Bethermin et al. (2020)
(40 K  Td  49 K). A detailed analysis of ALPINE galaxies
will be presented in Sommovigo & al., in prep. (2022).
The complete collection of Td values is shown in Fig. 3 as

a function of redshift. We stress that we consistently com-
pare dust temperatures obtained by fitting individual galaxy
SEDs; moreover, the same method is applied to all high-z
sources ( see Appendix B). This avoids the confusion arising
from comparing intrinsically di↵erent quantities such as dust
temperatures obtained from stacked SEDs, and/or peak dust
temperatures Tpeak ⇠ 2.9 ⇥ 10

3
(�peak/µm)

�1.
The physical interpretation of Tpeak might be unclear for z >

5 galaxies. Indeed currently available data at these redshifts
hardly trace the peak of FIR emission. Moreover, when a
di↵erent SED fitting function other than the optically thin
grey-body is used, Tpeak can significantly di↵er from Td. In
fact the assumptions made for the MIR (rest-frame) portion
of the spectra a↵ect Tpeak (Faisst et al. 2020), and the validity
of such assumptions cannot be tested as no currently available
instrument probes MIR wavelengths at z > 5.
We find that our predictions are in agreement with data.

Fitting all the dust temperatures with a single power law:
Td(z) = az↵ + b, we find ↵ = (0.58 ± 0.04), which is close to
the value 0.42 given in eq. 17. The slight di↵erence is due
to the fact that Td does not depend uniquely on redshift, as
discussed in detail in the previous section (see eq. 18). Hence
fitting all the data with a single power-law is misleading.
The additional dependence on the column density (for

optically thin sources), and metallicity (for optically thick
sources) is responsible for the scatter in the measured tem-
peratures at a given redshift. At z ' 0.3 variations as large
as �Td = 22 K are observed (Schreiber et al. 2018), which is
perfectly consistent with our predictions (�Td ' 25 K in the
local Universe).
The amplification of the dust temperature scatter at high-z

that we predict (if the NH,Z range does not evolve) is also con-
sistent with data. In the narrow redshift range 7.6 <⇠ z <⇠ 8.3

MNRAS 000, 1–14 (0000)
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Figure 1. Best-fitting SEDs of star-forming galaxies, binned by redshift (increasing left to right) and stellar mass (increasing top to bottom). Data at 24 `m (blue
circles) are from Spitzer/MIPS; at 100 and 160 `m (green circles) from Herschel/PACS; at 250, 350, and 500 `m (red circles) from Herschel/SPIRE; and at
850 `m (yellow circles) from SCUBA2. Error bars represent 1 f Gaussian uncertainties, derived with the bootstrap estimator, on 150 iterations. Non-detections
are shown at 3 f upper limits. The SED model is a hybrid blackbody with fixed emissivity index V = 1.8 on the Rayleigh-Jeans side, and fixed power-law
approximation slope U = 2 on the Wien side. MCMC fits (cyan) show the 50th percentile line bracketed by a shaded region marking the 25th and 75th percentiles.
For comparison we also show hypothetical main-sequence galaxy SEDs (thin magenta lines), extrapolated from the Schreiber et al. (2015) model at I < 4.

Next, we carefully examine the impact that low-I interlopers have
on the stacked SED shape at I > 4 using simulated catalogs/maps
generated with the ������� simulation (Béthermin et al. 2010). We
use the redshift probability distributions %(I) provided by the COS-
MOS team to i) draw a redshift for each object; ii) look for the closest
counterpart in the ����� catalog; iii) bin and average their flux den-
sities; iv) and compare the best-fit SEDs. We repeat this 100 times
(notebooks and downloads of the simulation results can be found in
the same GitHub repository as for the main results).

Objects at higher redshift or with lower stellar masses have broader
%(I), sometimes even double-peaked; provided they are reliable
probabilistic estimators of the true redshifts, this method should give
a reasonable representation of the outlier bias on the mean SED. We
find that the overall bias in rest-frame dust temperature is small, but
that the scatter is large, particularly at I > 5. We apply these excess
uncertainties to the errors in the dust temperatures.

Finally, we check that the cumulative flux density is consistent
with the cosmic infrared background (e.g. Dole et al. 2006), and that
the contributions from di�erent redshift and stellar-mass bins agree
with Viero et al. (2013).

4 RESULTS

The full set of SEDs for star-forming galaxies are shown in Figure 1.
The best fits are in blue, with blue shaded regions outlining the 25th
and 75th quartiles of the full chain of MCMC samples. Overlaid
in magenta are SEDs drawn from the star-forming main sequence
of Schreiber et al. (2015), as described in § 3.3, showing a clear
departure from existing trends at I = 0–4.

4.1 Dust Temperature

We find dust temperatures increasing with redshift (Figure 2), in
agreement with previous relationships found to redshift 4 (Viero
et al. 2013; Schreiber et al. 2018; Bouwens et al. 2020). At I > 4, we

Figure 2. Rest-frame dust temperatures from best-fittings to SEDs plotted as
open circles. A polynomial fit for ) (I) is shown as a dashed red line. Closed
circles are the five bins fit with priors, and are not included in the fit. Positions
on the redshift axis correspond to median redshifts of the objects in the bins.
Also plotted are )d–I relationships (Viero et al. 2013; Schreiber et al. 2018;
Bouwens et al. 2020), extrapolated to I = 9. Temperatures of individual
objects include Hashimoto et al. (2019), Faisst et al. (2020), Sommovigo
et al. (2022), Béthermin et al. (2020), and Laporte et al. (2017)/Behrens et al.
(2018), and lower limit from Bakx et al. (2020).

find temperatures diverge from those relationships. Temperatures are
incompatible with other estimates that follow (extrapolated) existing
relationships (e.g. Béthermin et al. 2020; Faisst et al. 2020; Ferrara
et al. 2022; Hashimoto et al. 2019; Sommovigo et al. 2022). They are
in better agreement with the lower limit of Bakx et al. (2020), and
estimate of Behrens et al. (2018) based on data from Laporte et al.
(2017); these findings had been considered outliers. We model the
)d–I relationship with a polynomial:

)d (I) = (20.9 ± 3.5) + (5.9 ± 1.9) I + (0.5 ± 0.2) I2. (1)
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Figure 1. Five examples of fits to combined NIRSpec and MIRI spectra for different types of nuclei. From top to bottom is NGC 7469 (type 1 AGN - see Section
5.4.1), VV114 SW (Potential Type 2 AGN (Rich et al. 2023) - see Section 5.4.2), IIZw96 SW (Obscured AGN (García-Bernete et al. 2024b) - see Section 5.4.4),
VV114 NE (Obscured AGN (Donnan et al. 2023a) - see Section 5.4.2) and NGC 3256 S (Type 2 (Compton Thick) AGN (Ohyama et al. 2015) - see Section
5.4.3). Note the CO band at ⇠ 4.6 `m is masked in the fitting.
MNRAS 000, 1–17 (2015)

but this regime comes out of the MIRI bands at high z
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Figure 3. Best-fit infrared SEDs for the four galaxies derived
from Equations 1 to 3 (1� uncertainty indicated by coloured
band). The wavelength is given in observer frame. The dashed
line shows the case with �0 = 200µm for HZ6. The new Band
8 continuum measurements (110µm rest-frame, 740µm observed)
probe better the peak of the infrared SED, which allows us to put
the first constraints on the dust temperature and total infrared
luminosity at these redshifts. Note that the scale of the y�axis is
the same in all panels to show the di↵erences in total flux.

A largely unknown fitting parameter is �0, the wave-
length at which the optical depth ⌧ equals unity (i.e., op-
tically thick at bluer wavelengths). Based on observational
studies at lower redshift, it is generally assumed that �0 ⇠
200 µm (e.g., Blain et al. 2003; Conley et al. 2011; Rangwala
et al. 2011; Casey 2012; Riechers et al. 2013). However, as
shown in Figure 2, our new Band 8 observations cannot be
fit with �0 = 200 µm for three out of four galaxies. Specif-
ically, the two panels show rest-frame modified black body
models (Equations 1 to 3 with fixed ↵ = 2 and �d = 2)
for �0 = 100 µm (left) and �0 = 200 µm (right) for a range of
SED temperatures (coloured from blue to red). The observed
fluxes of our galaxies normalised to Band 6 (at 205 µm) are
shown by symbols. Clearly, our Band 8 observations (at rest-
frame 110 µm) cannot be explained with �0 = 200 µm at any
reasonable temperature for all of our galaxies except HZ6.
The emission at ⇠ 100 µm is therefore likely optically thin
and we therefore assume �0 = 100 µm in the following. This
is consistent with theoretical models for low-opacity dust
(Draine 2006; Scoville & Kwan 1976). Di↵erent values of ↵
and �d in a reasonable range do not change this conclusion.

The observations of HZ6 can be reconciled with opti-
cally thick emission up to rest-frame 200 µm. As found in
Capak et al. (2011), HZ6 is part of a protocluster at z = 5.3.
Specifically, HZ6 consists of three components separated by
�v < 50 km s�1 in radial velocity and < 3 kpc in projected
distance (Figure 1). The components are likely gravitation-
ally interacting and a past close passage is suggested by
the di↵use rest-frame UV emission and a ‘crossing time’ of

⇠ 50 Myrs. The latter is estimated using tcross ' (G ⇢̄)� 1
2 ,

where ⇢̄ is the average mass density and G the gravitational

constant, with values based on observations (r = 3 kpc and
total enclosed mass of 1010 M� for a single component). This
setup could cause a more optically thick medium by, e.g., the
compression of gas and/or the formation of dust. With the
current data, it is not possible to make further conclusions
and we therefore show in the following derivations using both
values of �0 for HZ6.

For the MCMC fit to the infrared SEDs of our galaxies,
we adopt a flat prior for the dust temperature, and a Gaus-
sian prior for �d with a �(�d) = 0.5 centered on 1.8 (see, e.g.,
Hildebrand 1983). The normalisation is also sampled with a
Gaussian prior in linear space around an initial guess de-
rived by the normalisation in Band 7. We found that fitting
in linear space is more appropriate given the errors of the
data. To perform the fitting, we use the No-U-Turn Sampler
(NUTS, Ho↵man & Gelman 2011), which is an extension to
the Hamilton Monte Carlo algorithm (Neal 2012) and is less
sensitive to tuning. We draw 18 000 samples in total with
a target acceptance of 0.99, which we found to provide the
best performance.

Figure 3 shows the best-fit infrared SEDs together with
the 1� uncertainties for each of our galaxies. Thanks to our
Band 8 data at rest-frame wavelengths of 110 µm, we can
put more stringent constraints on the location of the peak
of the infrared SED. The galaxies HZ4 and HZ6 are fainter,
resulting in larger uncertainties of the fit. While the mid-
IR blueward of the peak is poorly constrained, the RJ tail
(at > 1000 µm observed frame) can be robustly extrapolated
based on our data.

Figure 4 shows the derived SED (left) and peak (mid-
dle) dust temperature as well as total infrared luminosity
(right) contours (1�) as a function of the emissivity index
�d for our four galaxies. We find emissivity indices between
1.6 and 2.4 for all galaxies, with a median of 2.0, which is
consistent with measurements at lower redshifts (e.g., Casey
2012; Conley et al. 2011). The dust SED temperatures range
between 40 � 60 K with a median at 48 K. For the dust peak
temperatures, we find a range of 30 � 43 K with a median
of 38 K. The total infrared luminosities (LIR) are derived by
integrating the best-fit SED between 3 � 1100 µm and range
between 5 � 30 ⇥ 1011 L�. We note that the peak tempera-
ture and the total infrared luminosity is insensitive to the
assumed �0. We also quote far-IR luminosities (LFIR) mea-
sured by integrating the flux between 42.5 µm and 122.5 µm
for easier comparison with the literature. All measurements
are summarised in Table 3.

3.3 Molecular Gas Masses from the RJ dust
continuum

The measurement of molecular gas masses of galaxies is cru-
cial to understand the star formation processes determining
their growth and evolution. Low-J transitions of the CO
molecule are used regularly at z < 2 (e.g., Tacconi et al. 2010;
Genzel et al. 2015; Freundlich et al. 2019), but this is not
feasible for large samples of normal galaxies at higher red-
shifts due to the large amount of necessary telescope time.
Currently only very few observations of CO in normal galax-
ies at z > 5 exist (D’Odorico et al. 2018; Pavesi et al. 2019).
Alternatively, the far-IR [C ii] emission line can be used as
tracer of molecular gas (De Looze et al. 2014; Zanella et al.
2018; Dessauges et al., submitted, 2020), however, there are
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Figure 4. MCMC-derived 1� contours of the SED (left) and peak (middle) dust temperature as well as the total (3 � 1100µm) infrared
luminosity (right) as a function of the emissivity index �d. The dashed contour shows the results for HZ6 in the optically thick case
(�0 = 200µm). Band 8 probes the wavelength close to the far-IR peak for our galaxies, hence allows us to put first constraints on dust
temperatures at these redshifts.

Figure 5. MCMC-derived 1� contours of the molecular gas masses (left) and fractions (middle) as a function of the emissivity index
�d. The molecular gas masses have been estimated using the RJ dust continuum at rest-frame 850µm using the method by Scoville
et al. (2016). The three ALMA continuum frequencies put the first robust constraints on the emissivity index (far-IR slope) at these
high redshifts, which is critical to derive molecular gas masses. The right panel shows the comparison of our dust-continuum derived
molecular gas masses and the di↵erence between dynamical and stellar mass (expected to be equal to the total gas mass modulo dark
matter). Note that HZ6 (blue) has a complicated velocity structure due to its major merger nature, which makes the measurement of
its dynamical mass significantly uncertain. The molecular gas mass measurements obtained from the CO(2 � 1) transition (Pavesi et al.
2019) are also shown for comparison. They largely agree with our measurements.

considerable uncertainties in its use due to the unknown ori-
gin of C+ emission.

Alternatively, molecular gas masses can be measured
using the dust continuum emission emitted at rest-frame
850 µm in the RJ tail of the far-IR spectrum (Scoville et al.
2014, 2016, 2017; Hughes et al. 2017; Kaasinen et al. 2019;
Dessauges et al., submitted, 2020). For current samples of
main-sequence galaxies at high redshifts, the far-IR slope
(defined by the emissivity index �d) cannot be constrained
directly due to the lack of observations. Significant assump-
tions have therefore to be made to quantify the rest-frame
850 µm continuum. With our 3-band data sampling the SED

redward of the far-IR peak, we can constrain the far-IR slope
for the first time at these redshifts directly. The molecular
gas masses are then derived using the observed flux at rest-
frame 205 µm (Band 6, S⌫obs in mJy7) that is extrapolated to
805 µm using the full probability distribution of �d from our
MCMC fit and equation (16) in Scoville et al. (2016) with
similar assumptions,

7 Note that the dust is likely optically thin at this wavelength,
c.f. Figure 2.
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Figure 7. We fit modified blackbodies with various fixed temper-
atures to the single continuum data point, and two upper limits
(shown at 3�), with � varying from 1.5 to 2.5. The lighter fills
show the modified blackbody spectra with 1.5 < � < 2.0, while
the darker fills show the spectra with 2.0 < � < 2.5. Our non-
detection of continuum at 1.5 mm (rest-frame ⇠160 µm) provides
a stringent lower-limit on the dust temperature. We account for
both CMB-heating and CMB-contrast using the equations of da
Cunha et al. (2013), in order to discuss the CMB-corrected dust
temperature (Tz=0) in the observed flux density.

100 K, Malhotra et al. 1997; Gullberg et al. 2015). We cal-
culate this temperature-corrected ratio by multiplying the
[C ii] to far-infrared luminosity ratio by the temperature nor-
malised at 40K to the fourth power.5

We compare our single-temperature fit of
MACS0416 Y1 to high- and low-redshift sources. The
temperatures of all the high-redshift galaxies are derived
from either one or two wavelength observations. Hashimoto
et al. (2019) provide the luminosity for three di↵erent �
and temperature values ([Tdust, �] = [48 K, 2.0], [54 K,
1.75], and [61 K, 1.5]) for the entire source B14-65666
(z = 7.15 LBG), and for the two separate components. The
upper-limit on [C ii] emission of A2744 YD4 (z = 8.38 LBG)
is shown for three di↵erent temperatures, since modeling
by Behrens et al. (2018) suggests a significantly higher
dust temperature (93 K) than the initial observations of
Laporte et al. (2017) indicate (37 - 63 K). Furthermore, an
ALMA Band-5 upper limit (Laporte et al. 2019) suggests
a 3� dust temperature lower-limit of 43 K. Carniani et al.
(2018) report the dust temperature, far-infrared luminosity,
and [C ii] emission of 5 sources (and 16 upper limits) at
z = 5 to 7. The luminosity was calculated for a 30 K, �
= 1.5 single-temperature modified black-body, although
for graphing purposes we plot them with temperatures
ranging from 25 K to 35 K. Whilst the temperature in their
analysis is fixed, the temperature-corrected luminosity ratio
is similar across the temperature range, given the flatness
of the blue fill, especially for higher temperatures. We show

5 We choose 40K, similar to Gullberg et al. (2015), since this is
a typical dust temperature in the local Universe, which ensures
that the temperature-corrected luminosity ratios are of the same
order as non-corrected ratios.

several dusty star-forming galaxies (DSFGs) at 2.1 < z
< 6.4. These consist of twenty sources detected with the
South Pole Telescope (SPT), and fourteen other DSFGs
selected from various sub-mm/mm surveys (Gullberg et al.
2015). The low-redshift luminous infrared galaxies (LIRGs)
are from the Great Observatories All-Sky LIRG Survey
(GOALS) sample (Armus et al. 2009; Dı́az-Santos et al.
2013), where we calculate the temperature using Eq. 2 in
Dı́az-Santos et al. (2017). The dwarf galaxies are from
the Herschel Dwarf Galaxy Survey (Madden et al. 2013;
Cormier et al. 2015).

We find a good agreement between the temperature-
corrected [C ii]-to-FIR luminosity ratio for MACS0416 Y1
compared to other sources over a large range of poten-
tial dust temperatures. Our agreement with the previously-
observed data does not depend on �, as adjusting the �
from 1.5 to 2.5 only changes the luminosity ratio by a fac-
tor of ⇠3. The graph further shows that the non-detection of
A2744 YD4 (Laporte et al. 2019) does not appear to require
a significantly-lower [C ii] luminosity than expected, espe-
cially when the temperature would be greater than 60 K, as
a simulation in Behrens et al. (2018) indicated.

High � or high dust temperature?

Table 3 suggests either a high dust emissivity index (� > 2)
or dust temperature (T > 80 K). Typical ULIRGs appear
to have � < 2 (Clements et al. 2018), and the Milky Way
has an average � around 1.6 (Planck Collaboration et al.
2014). Similarly, only a few of the galaxies in Figure 8 have
dust temperatures beyond 50K, and temperatures beyond
70K appear out of the ordinary for anything but the recent
simulation by Behrens et al. (2018) (e.g. Faisst et al. 2017).

The high-redshift nature of MACS0416 Y1 will almost
certainly result in a di↵erent chemical composition of the
ISM due to the restricted number of elemental pathways
for nucleosynthesis, when compared to low-redshift galax-
ies that allow for pathways that require more time, such as
lower-mass stars (e.g. Maiolino & Mannucci 2019). A di↵er-
ent composition of dust grains could have caused a high � in
MACS0416 Y1. For example, Demyk et al. (2013) finds dust
grain � values ranging from 0.8 to 3, depending strongly on
the specific chemical composition of the dust grains. They
provide an overview of the physics of dust emission, studied
both with theoretical models and in laboratory experiments.
Furthermore, the dust has to, almost exclusively, rely on su-
pernovae for its origin. At z = 8.3, the first stars have only
been around for 500 Myr (Tegmark et al. 1997), so the time
for 0.6 - 8 M� stars to reach their AGB phase is restricted
(>100 Myr), and dust accretion growth is hindered by photo-
ionization, the low metallicity and the restricted time.

MACS0416 Y1 would not be the first observed galaxy
with a � > 2. For example, ALMA observations by Kato
et al. (2018) indicate a � = 2.3 ± 0.2 in a Ly-↵ blob at z =
3.1. They suggest their high � is due to the chemical com-
position (Demyk et al. 2013). In the local Universe, Smith
et al. (2012) finds a high � (⇠3) in the galaxy core of An-
dromeda, and discusses its origin due to grain coagulation
or icy mantles on the surface of grains in denser regions.

The dust produced in the initial episode of star for-
mation in MACS0416 Y1, at around z ⇠ 15 (Tamura
et al. 2019), could have been formed by Population iii stars
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Table 2. Line and continuum properties of MACS0416 Y1

Parameter Value

Our observations

S1.5mm
‡ < 18 µJy (3�)

FWHM1.5mm
‡ 0.0059 ⇥ 0.0078

F[C II]
‡ 130.2 ± 20.4 mJy km/s

�v 191 ± 29 km/s
z[C II] 8.31132 ± 0.00037
L[C II] (1.40 ± 0.22) ⇥ 108 L�

Previous ALMA observations
†

S850µm
‡ 137 ± 26 µJy

FWHM850µm
‡ 0.0036 ⇥ 0.0010

S1140µm
‡ < 116 (2�) µJy

F[O III]
‡ 660 ± 160 mJy km/s

�v 141 ± 21 km/s
z[O III] 8.3118 ± 0.0003
L[O III] (1.2 ± 0.3) ⇥ 109 L�

† Values are from Tamura et al. (2019).
‡ Not corrected for lensing magnification

similar redshift (z = 8.38), though with only half the star-
formation rate of MACS0416 Y1, and suggested the [C ii]
luminosity could be under-estimated by a factor of ⇠3 in
the most extreme case of CMB attenuation using Lagache
et al. (2018).

3.2 Upper-limit of 1.5 mm Dust Continuum

We did not detect the dust continuum emission at 1.5 mm
(200 GHz) in either the tapered or naturally-weighted map,
after we combine all the spectral windows, excluding the
channels that contain the [C ii]-emission. We find a 3� up-
per limit of 18 µJy at 1.5 mm (160 µm rest-frame). This is
significantly lower than we expected from the 137 ± 26 µJy
dust continuum detected at 850 µm (90 µm rest-frame). In
the case of a modified blackbody with a temperature of Tdust
= 50 K and a dust-emissivity of � = 1.5, we would expect
a 1.5 mm flux of around 36 µJy, well above the detection
limit (⇠ 6�). We more thoroughly discuss the consequences
of this non-detection in Section 4.3.

4 DISCUSSION

4.1 [O iii]-to-[C ii] luminosity ratio

We compare the oxygen to carbon luminosity ratio to the
total bolometric luminosity in Figure 3. Here, the [O iii] lu-
minosity is from Tamura et al. (2019), who finds (1.2 ± 0.3)
⇥ 109 L�, resulting in a [O iii]-to-[C ii] luminosity ratio of 9.3
± 2.6, not taking CMB-dimming into account. The delensed
UV luminosity of MACS0416 Y1 is 4.5 ⇥ 1010 L�, taken
from Laporte et al. (2015). The far-infrared luminosity is
1.7 ⇥ 1011 L�, assuming Tdust = 50 K and a dust emissivity
factor (�) of 1.5. While we show in Section 4.3 that this tem-
perature is most likely higher, for fair comparison, we use
this temperature for our far-infrared luminosity calculation,

Figure 3. The [O iii]-to-[C ii] luminosity ratio against the total
bolometric luminosity, a combination of both UV and FIR com-
ponents. We find that all high-redshift LBG and LAE have a ratio
larger than unity, and note a power-law trend. We describe the
sources further in the text.

since all other sources have assumed dust temperatures in
the range of 30 to 60 K.

We compare our galaxy against other high-redshift
LBGs, Lyman-↵ Emitters (LAEs) and sub-mm galaxies
(SMGs) that have observations targeting both the [O iii] and
[C ii] lines. Firstly, we use the [C ii] upper limits, combined
with the far-infrared luminosities and [O iii] of the z = 8.38
and 9.11 LBGs A2744 YD4 and MACS1149 JD1 (Laporte
et al. 2019). We show the z = 7.15 LBG B14-65666 as a single
luminosity-averaged source, as well as its two resolved com-
ponents, from Hashimoto et al. (2019). We show the upper
limit for the z = 7.2 LAE SXDF-NB1006-2 described in In-
oue et al. (2016), and the z = 7.1 LAE BDF-3299 detailed
in Carniani et al. (2017). Finally, we also show three z > 6
SMGs, the eastern and western components of SPT0311-58,
and CFHQS J2100-SB, described in Marrone et al. (2018)
and Walter et al. (2018) respectively, in order to compare
with more dusty and star-forming galaxies. We find a high
[O iii]-to-[C ii] ratio for MACS0416 Y1, compared to other
sources with detected [C ii] emission. We note that the down-
ward trend in [O iii]-to-[C ii] for increasing bolometric lumi-
nosities, as mentioned in Hashimoto et al. (2019), appears
consistent also for fainter sources (e.g. MACS1149 JD1).

Local dwarf galaxy studies (Cormier et al. 2015, 2019)
find [O iii]-to-[C ii] luminosity ratios between 2 and 10 for
these 0.02 to 1 Z� galaxies. The low metallicity of high-
redshift galaxies could thus be contributing to the high ra-
tio, where the low metallicity allows hard radiation fields to
extend over longer distances, which is necessary to produce
[O iii] emission. The porosity of the neutral media in these
high-redshift galaxies such as MACS0416 Y1 could also play
a role, since the modeling of dwarf galaxies by Cormier et al.
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Fig. 3. FIR SED of J2348–3054. We show the constraints from ALMA,
ACA and Herschel/PACS (Venemans et al. 2017; Walter et al. 2022) in
black as well as our Band 9 integrated measurement in red. The dashed
grey line show the single optically-thin emission model of (Walter et al.
2022) which does not reproduce the Band 9 continuum. The 360 pc re-
solved 250/670 GHz continuum fluxes are present in colored diamonds.
The total SED, composed of the sum of the individual annuli SED and
the SKIRTOR torus (shaded lines), is shown in dashed red and shaded
area. Further ALMA Band 10 (resolved) observations could constrain
the properties of the dust torus which would contribute ⇠ 2.7 mJy in the
central pixel at ⌫ ⇠ 875 GHz.

that J2348–3054 is a luminous type 1 quasar and the face-on disk
[C ii] kinematics (Walter et al. 2022). We define the total log-
likelihood as the sum of the individual log-likelihoods in each
annuli and that of the integrated SED (see further Appendix C).

We show the resulting best fits and uncertainties in Fig. 3,
and refer the reader to Appendix C for details of the dust proper-
ties in each annuli and the parameters posterior distribution 2. We
find that the central temperature decreases to Td(r < 216 pc) =
72+2
�1 K when including an AGN hot torus contribution, although

the strength of the torus emission and the central dust tempera-
ture are highly anti-correlated. Further high-resolution observa-
tions in Band 10 could break this degeneracy, where the AGN
torus emission should dominate the central beam with a flux of
f⌫(875 GHz) = 2.7 mJy. Nonetheless, we still find lower dust
temperatures at larger radii Td ⇠ 60�66K (see Appendix C), in-
dicating that the dust temperature gradient discussed in the pre-
vious section is robust.

Finally, we find that the summed FIR luminosity of the
four annuli is LFIR = (8.78 ± 0.10) ⇥ 1012

L�, correspond-
ing to SFR= 1307 ± 15 M� yr�1. This is 3.6⇥ lower than the
previously-reported value of Walter et al. (2022) based on a
single, optically-thin emission model, highlighting the impor-
tance of high-resolution observations to unveil optically-thick
dust emission and potential AGN contamination.

2 For future reference the best-fit SKIRTOR AGN model is
the t3_p1.5_q1.5_oa80_R10_Mcl0.97_i0_sed.dat model. We refer to
Stalevski et al. (2016) for the naming convention and physical parame-
ters of the model.

4. Is AGN radiation heating the dust in the center of
J2348–3054?

Our results show that the dust temperature in J2348-3054 is
⇠ 60 K in the outskirts (⇠ 0.3�0.5 kpc) and rises up to 70�90 K
in the central r < 360 pc (Fig. 2), and even up to 149±5 K in the
central r < 110 pc. An interesting question is whether the lumi-
nous BAL quasar or an associated intense starburst is primarily
responsible for heating the dust. We compare our observations
to three di↵erent simulations from Di Mascia et al. (2021): 1)
no AGN feedback, 2) spherical AGN feedback, and 3) conical
AGN feedback (Fig. 4). In particular, we compare the dust tem-
perature profile, dust mass and luminosity fraction as a function
of temperature for the most luminous source in their simulations
(M1450 = �21.4,�21.3,�25.4 in their noAGN, AGNsphere, AG-

Ncone runs). We find that the simulations without AGN feedback
do not reproduce the warm dust temperature profile observed in
the center of J2348–3054, and our observations are in general
agreement with the AGNsphere model.

We have shown previously that the FIR SED of J2348–3054
indicates the presence of an AGN hot dust torus component at
⌫obs & 1000 GHz (Fig. 3), whilst the resolved continuum obser-
vations at 250 and 670 GHz provides evidence for warm dust in
the core of the galaxy. Although we cannot formally exclude that
the central FIR luminosity and dust temperature in J2348-3054
is due to a starburst, these results and the better agreement of our
resolved temperature observations with a model including AGN
feedback (Fig. 4) suggest that the high dust temperature is most
likely due to AGN radiation heating the dust.

An important consequence of AGN radiation heating the dust
is that the previous estimates of both the central and total SFR are
too high. As a first-order estimate of this overestimation, we can
consider excluding the contribution from the central r < 216 pc
region, which accounts for 35% of the continuum emission at
670 GHz. Since the high temperature is likely AGN-related and
not due to star-formation, the central FIR luminosity should not
be converted to SFR. We note that our analysis in Section 3 has
revised the FIR luminosity by a factor 3.6 compared to a single
optically-thin greybody estimation (Walter et al. 2022), implying
a total ⇠ 5⇥ overestimation of the total SFR when excluding the
central resolution element. We note that this is a very rough esti-
mate: in reality, the AGN can heat dust beyond the central beam,
and conversely, the central beam is not completely devoid of star-
formation. A more quantitative (but model-dependent) estimate
of the overestimation of the SFR can be established with sim-
ulations, with Di Mascia et al. (2023) suggesting that the SFR
in J2348–3054 might be overestimated by a factor ⇠ 10, signifi-
cantly above our back-of-the-envelope calculation. If confirmed
in this and other high-redshift quasars, this would alter our view
of z > 6 quasar host galaxies as extreme starbursts, and bring
their SFR in line with those observed in non-active galaxies such
as REBELS and ALPINE (Bouwens et al. 2020; Schouws et al.
2023; Béthermin et al. 2020; Schaerer et al. 2020).

A number of caveats apply to our analysis. Firstly, the lumi-
nosity of the most-luminous source in the AGNsphere model is
much lower than that observed for J2348–3054. However, for the
AGNcone simulation, the temperature profiles are relatively sim-
ilar between the most luminous source (as luminous as J2348–
3054 this time), and the average profile of all objects in the box.
Secondly, whilst the simulations match best the observations
when AGN feedback is switched on, other models and simula-
tions might reproduce the observed temperature profiles. Finally,
J2348–3054 is amongst the most compact and FIR-luminous
high-redshift quasars observed with ALMA so far, which could
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  JWST/MIRI: the importance of dust-obscured AGN
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Figure 7. Black hole accretion density as a function of redshift.
The red data points are derived based on our MIRI-selected AGN;
the orange ones are from AGN+mixed sources. The vertical er-
ror bars consider both bootstrap and SED-fit (Bayesian) uncertain-
ties; the horizontal error bars indicate the redshift bins. The orange
curve representing the inferred BHAR for bulge-dominated galaxies
is from Yang et al. (2021a), and is thereby a lower bound on the total
accretion rate. The black curves are from X-ray measurements with
references marked in the legend (see Yang et al. 2021a for details).
At high redshifts of z & 3, our MIRI-based BHAD values are sig-
nificantly higher than the corresponding X-ray measurements, but
are consistent with the Yang et al. (2021a) lower bound. The blue
curve represents SFRD (Madau & Dickinson 2014) down-scaled by
a factor of 2000, to roughly match the X-ray-based BHAD peak at
z ⇠ 2.

Our work represents one of the first papers using
JWST/MIRI to search for obscured AGN. Currently, we are
still in the early stage of JWST operation, and thereby this
paper inevitably has some limitations, as we discuss below.

A major limitation of this work is the sample size, only a
total of 560 sources (433 SF, 102 mixed, and 25 AGN), over a
wide redshift range of z ⇡ 0–5. This relatively small sample
size is due to the survey area we have, i.e., only four pointings
with a total area of 9 arcmin2. The sample sizes (especially
for AGN and mixed types) prevent us from studying the red-
shift evolution of the median SEDs (§3.1).

For the BHAD measurements (§3.2), the contributions
from rare luminous AGN (such as hot DOGs) are missed,
because our MIRI survey area is not sufficiently large to cap-
ture them. Indeed, most of our sources lie below the knee
luminosity (dashed lines in Fig. 6). For comparison, the
least luminous hot DOGs have Ldisk ⇠ 10

47
erg s

�1, above
the knee luminosity (e.g., Fan et al. 2016). In addition, our

sample does not include unobscured type 1 AGN, which is
also generally luminous, due to our limited survey area (see
§2.2). Therefore, the intrinsic BHAD might be higher than
our estimated values. However, we note that this bias actu-
ally strengthens our main conclusion, i.e., the BH growth in
the early universe is stronger than we thought based on X-ray
detections. On the faint side, our MIRI data could miss low-
luminosity AGN especially at high redshifts. For example,
all the sources at z > 3 have Ldisk & 10

43
erg s

�1 in Fig. 6.
Another AGN population we could miss is those mainly ob-
scured by galactic-scale dust (e.g., Gilli et al. 2022), of which
the reprocessed emission is beyond the MIRI wavelength
coverage (see §2.2). Such biases again go to the direction
of strengthening our main conclusion. From the discussion
above, the contributions from many AGN could be missed
in the MIRI-based BHAD measurements. Therefore, our es-
timation effectively serves as a lower-limit constraint to the
intrinsic complete BHAD.

Another limitation of this work is the lack of secure spec-
z for most sources in our sample, especially the high-z
AGN/mixed objects which are crucial to our main results.
Although the photo-z quality appears high (§2.3), the spec-z
sources used in this quality assessment are all at low redshifts
of z < 3 (see Fig. 2). To have a rough evaluation of the qual-
ity at high redshifts, we compare the photo-z of our z > 3

sources versus the CANDELS-EGS photo-z (Stefanon et al.
2017). Only 1 (out of 36) sources have fractional differences
> 15%, indicating that our selected high-z sample is also
supported by the CANDELS-EGS work. The difference be-
tween our z > 3 BHAD and the X-ray measurements are
⇠ 0.5 dex (Fig. 7). Therefore, if this large difference were
due to photo-z errors, most (& 70%) of our photo-z estima-
tions for our high-z sources would have to be spurious.

Finally, our SED-based method is model dependent. It
is possible that our adopted IR models (see §2.2) are not
suitable especially for MIRI-selected high-z objects, because
these sources are at a low mid-IR flux level that has not been
well studied. For example, if the 3.3 µm PAH feature is
exceptionally strong, the observed MIRI SED of a z ⇡ 4–
5 object could be very red and thereby misclassified as an
AGN (e.g., Magnelli et al. 2008). This is because the rest-
frame 3.3 µm is shifted to F1800W or F2100W (our reddest
MIRI bands). To address this potential issue, we re-perform
our analyses but discarding the F1800W and F2100W data.
The resulting BHAD is consistent with the value based on
all MIRI bands, still significantly higher than the X-ray mea-
surements at z ⇡ 4–5. Therefore, the possible model un-
certainties about 3.3 µm PAH are unlikely to affect our main
conclusion qualitatively.

4. SUMMARY AND FUTURE PROSPECTS
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Figure 1. Left: SED-fit examples from CIGALE. The object in the top/middle/bottom panel is classified as SF/mixed/AGN. Within each panel,
the top sub-panel displays the data points and the best-fit SED models (i.e., flux density versus observed wavelength). The purple and red
data points indicate the observed and model flux densities, respectively. The black curves represent the total model SEDs. The red and orange
curves indicate the galactic dust and AGN components, respectively. The blue/yellow curves represent unattenuated/attenuated stellar. The
fitted redshift and fracAGN are labeled. The bottom sub-panel display the relative residual in the flux, i.e., (observed�model)/observed. Right:
The corresponding 500 ⇥ 500 cutouts from HST/F160W and MIRI.

?

Indicates that BHAD is higher than thought at z=3-5
(includes contribution from composite systems)



  Little Red Dots (LRDs)
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Figure 2. Examples of our continuum slope fits for sources at a range of redshifts. The bands used to measure the rest-frame UV and optical
slopes are shown as blue and red squares, respectively. The F444W image cutouts of each source are 1′′

× 1′′ in size. The best-fit SEDs shown
in light grey are galaxy plus QSO hybrid models (see §3 for details). 2σ upper limits are shown for bands with non-detections.

Figure 3. Distribution of best-fit optical and UV spectral slopes, βopt and βUV, measured in the CEERS, PRIMER-COSMOS, PRIMER-UDS,
UNCOVER, JADES, and NGDEEP datasets for galaxies at z > 2 detected in the F444W filter with a SNR > 12. The horizontal and vertical
dashed lines denote our selection criteria of βopt > 0 and βUV < −0.37 meant to select sources with red and blue colors in the rest-frame
optical and UV, respectively. The horizontal dotted line denotes the βopt limit that corresponds to the color cut used in Barro et al. (2023)
(i.e., F277W − F444W > 1.5). The vertical dot-dashed line denotes the βUV limit that corresponds to the blue color cut used by Greene et al.
(2023) to exclude brown dwarfs (i.e., F115W − F200W < −0.5). The red circles are sources that satisfy both our spectral slope and size cuts
(see §3 for details). Also shown are sources excluded from our primary sample due to either failing our size cut (blue squares) or being
flagged as potential strong line emitters (orange circles). The smaller light blue, dark blue, and pink circles are the sample of LRDs identified in
Pérez-González et al. (2024a), Barro et al. (2023), and Labbe et al. (2023), respectively. The light blue diamonds indicate sources in our sample
with broad emission line detections.

Kocevski +(2024)

z=8.5



  Little Red Dots (LRDs) and similar sources in MIRI

Barro +(2025)
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Figure 11. 5”⇥5” cutouts and best-fit SEDs for the two LRDs at z ⇠ 3.1, using galaxy- and AGN-dominated models. Top:
JADES-191056. Left: The top rows show the blue rest-frame UV (ACS composite), red optical (NIRCam composite), and MIRI
IR detections. A red square on the lower-resolution 15”⇥15” MIPS24 image indicates the size of the MIRI cutouts. The bottom
row features larger 100”⇥100” cutouts in MIPS and PACS, with a red square highlighting the smaller MIPS24 field. Center:
AGN-dominated SED fit (black line). Grey, red, and orange markers represent NIRCam+MIRI, Spitzer/MIPS, and Herschel
photometry and upper limits. The blue line traces the unobscured galaxy host dominating the UV, while the purple line shows
the obscured accretion disk dominating the optical. The dark and light red lines indicate hot and warm MBB dust emission
from the AGN torus, and the magenta line shows the CLUMPY torus model (Nenkova et al. 2008). Right: Stellar-dominated
SED fit (black line). The light and dark blue lines represent the low- and high-obscuration stellar populations dominating the
UV and optical, respectively. The purple line indicates a minor AGN contribution. The light and dark red lines show ISM dust
emission models from Siebenmorgen & Krügel (2007) and Draine & Li (2007) peaking at ⇠ 40 µm. The grey lines, representing
colder dust models from Chary & Elbaz (2001), Dale & Helou (2002) and Rieke et al. (2009), are inconsistent with the ALMA
non-detection. Bottom: UDS-40579. Same panels as for JADES-191056. The cutouts show only the two PRIMER-MIRI bands,
IRAC80, and MIPS24. This source is not detected at longer IR wavelengths. The best-fit SEDs are similar to those of JADES-
191056, with the loose constraints from the IR upper limits allowing for both ISM- or AGN-dominated IR emission.

The Synthesizer-AGN model also provides a good
fit, with the UV-to-NIR SED primarily driven by stel-
lar emission. This is characterized by two young stellar
populations (⇠2 and 45 Myr) with low and high ob-
scurations (A(V)=0.8 and 4 mag; light and dark blue).
An additional obscured AGN component (purple) con-
tributes less than ⇠15% to the optical flux but dom-
inates the � = 2 � 3 µm range. The total stellar
mass (logM?/M�=9.8±0.1), dominated by the obscured
stellar population, is ⇠ 2 dex higher than the results
with Prospector-AGN, where stars dominate the UV
emission but contribute negligibly to the optical emis-

sion; however, it remains within the range of typical
massive galaxies at this redshift. The mid-IR emission
is well reproduced by Siebenmorgen & Krügel (2007)
and Draine & Li (2007) models, peaking at � ⇠ 40µm
(T⇠ 70 K), similar to star-forming and photodissocia-
tion regions (e.g., Elbaz et al. 2011) and consistent with
the ALMA 1.1 mm non-detection (and low SNR SPIRE
data points, Magnelli et al. 2013). These dust models
have a bolometric luminosity of log(Lbol[erg s�1])= 46.0
that is fully consistent (within 0.1 dex) with obscured
stellar emission in the UV-to-NIR range. In contrast,
alternative fits using standard dust models for lower-

Not all LRDs are detected in MIRI, especially not at the longest wavelengths

A PRIMA galaxy census could help disentangle the 
nature of the IR brightest cases

4

Figure 1. Top Panel: RGB composition of the MIDIS field. The color images have been built with JADES data in 2 NIRCam
filters, F277W and F356W, and the MIDIS MIRI F1000W filter (all convolved to the same PSF as MIRI/F1000W). In the
background, we show the HUDF JADES data in gray scale. We show a series of zoomed-in RGB frames that lead to the MIRI
Extremely Red Object source, Virgil (↵(J2000.0) = 03:32:37.9370 (hours); �(J2000.0) = -27:47:10.712 (degrees)). The Virgil
object is highlighted with a square in the RGB frame at the bottom right. Bottom Panel: Cutouts (2.005 ⇥ 2.005) of Virgil from
HST/ACS and WFC3 (F775W, F814W, F105W, F125W, F140W, and F160W), JWST/NIRCam (F090W, F115W, F150W,
F200W, F210M, F277W, F335M, F356W, F410M, F430M, F444W, F460M, and F480M) and JWST/MIRI (F560W, F770W,
F1000W, F1280W, F1500W, F1800W, F2100W, and F2550W). We highlight Virgil with a green circle (r = 0.002.) HST cutouts
below 0.7 µm are not shown here.

Virgil = LRD + host

12

Figure 7. Virgil’s photometry (black open squares and gray triangles for the upper limits) and best-fit models obtained with
the SED fitting codes CIGALE (blue), Bagpipes (orange), prospector (green) and synthesyzer-AGN (red) in the case
of excluding (upper panel) and assuming (lower panel) an AGN component. The bottom panel shows the ratio between the
residuals and the photometric error � for all the available bands. The dotted lines are indicative of residuals equal to ±3�. For
the sake of clarity, we limit the above panels to wavelengths < 40 µm even if the ALMA upper limits were taken into account
during the fitting procedure.

?
Iani, Rinaldi, KC +(2024)
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 Talk Outline

Predictions from existing observations

 Potential of the PRIMAger to study the high-z Universe



  Lessons from Spitzer galaxy surveys

Spitzer (IRAC+MIPS) maps in COSMOS

There are ~90 galaxies at z>3 with Snu(24um) > 150 microJy
(over ~1.5 sq.deg)



  Tier 1:  PRIMA blank survey over ~10 sq. deg.

Synergies with Euclid/Roman
e.g., EDFN particularly advantageous (IRAC data)

Integration time (PRIMA ETC): ~1000 h (5σ over two ‘bands’)

Critical role to separate SF galaxies and AGN in most luminous 
sources at z>3

A PRIMAger blank survey down to ~ 150μJy (30μm) over 
~10 sq. deg. would detect at least 600 (200) galaxies 

at z>3 (z>4)

12

Figure 6. Similar to Figure 5 but for AGNs. In the top six panels, we show normal AGNs with a range of nuclear obscuration and host galaxy
contamination at z < 4. The four panels in the bottom row are example AGNs in low-mass galaxies.

Lyu +(2024)



  Tier 2:  PRIMA blank ultra-deep survey over ~1 sq. deg.

Integration time (PRIMA ETC): ~1000 h (for 2 bands at 5σ)

Try to push PRIMA towards the confusion limit

A PRIMAger blank survey down to ~ 60 μJy (30μm) over 
~1 sq. deg. would detect at least 400 (150) galaxies at z>3 (z>4)

…but due to k-corrections, there 
will be many more at 60-70 μm

Detect warm dust in the ISM 
of low-metallicity galaxies

Z < Zsun

Understand their 
contribution to cosmic 

SFRD

May be a challenge to separate these galaxies in the PRIMA beam



✤ Deep PRIMAger (10 sq.deg.) survey in areas w/Euclid/Roman + IRAC 

 Take home messages

✤ Dust was warmer in the first few billion years (ISM dust + AGN)

✤ PRIMAger galaxy surveys down to confusion limit should detect warm dust 
in hundreds of z>4 galaxies with low metallicities

expected from theory + observational evidence

systematic study of dust-obscured nuclear activity in most luminous IR galaxies 
study contribution to the cosmic BHAD

trace early chemical enrichment and (w/shorter wavelength IR data) disentangle 
dusty nuclear activity
study contribution to the cosmic SFRD

✤ Lack of constraints on warm dust leads to wrong LIR and Td  -  PRIMA


